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#### Abstract

Many dynamic systems of practical interest have inherent time delays and thus are governed by delay differential equations (DDEs). Because DDEs are infinite dimensional, time-delayed systems may be difficult to stabilize using traditional controller design strategies. We apply the Galerkin approximation method using a new pseudoinverse-based technique for embedding the boundary conditions, which results in a simpler mathematical derivation than has been presented previously. We then use the pole placement technique to design closed-loop feedback gains that stabilize timedelayed systems, and verify our results through comparison to those reported in the literature. Finally, we perform experimental validation by applying our method to stabilize a rotary inverted pendulum system with inherent sensing delays as well as additional time delays that are introduced deliberately. The proposed approach is easily implemented and performs at least as well as existing methods.


## 1 Introduction

Many dynamic processes can be aptly described as time-delayed systems, in which time derivatives of the state variables are explicit functions of past states. For example, time-delayed systems are encountered in the modeling of control systems [1] (e.g., due to sensing and actuation delays), machining processes [2], and lasers [3]. If all delays are negligible, the mathematical model of such a system can be reduced to ordinary differential equations (ODEs). For a system governed by ODEs to be stable, all characteristic roots must lie in the left half of the complex plane. An inherently unstable system can be stabilized using the pole placement technique, whereby a closedloop controller is designed such that the poles of the controlled system lie in the left half of the complex plane. Pole placement for systems of ODEs has been widely studied in the literature [4].

In the presence of non-negligible delays, the equations governing the dynamics of a timedelayed system are delay differential equations (DDEs). As is the case with ODEs, systems of DDEs can be stabilized by placing the poles of the controlled system in the left half of the complex plane. Unlike an ODE, however, the characteristic equation of a DDE is a quasi-polynomial with infinitely many roots. Although the stability of a DDE is dominated by its rightmost eigenvalue in the complex plane, its infinite dimensionality can make the pole placement problem challenging [5-7].

A system governed by DDEs can be stabilized by adjusting system parameters and/or tuning delays [8-10], using optimization-based [11-13] and non-optimization-based [14] strategies. Michiels et al. [11] proposed a continuous pole placement technique using the gradient sampling algorithm [15], which was among the first attempts at applying an eigenvalue optimization approach to infinite-dimensional systems. Optimization strategies were also used by Vanbiervliet et al. [16]
for stabilizing time-delayed systems by tuning system parameters, and by Vyhlídal et al. [13] for stabilizing time-delayed systems using state-derivative feedback controllers. Yi et al. [7, 17] solved the eigenvalue assignment problem using the Lambert W function, which allows one to write the analytical expressions in terms of the system parameters, similar to the state-transition matrix in linear ODE systems. The method of Yi et al. was limited to systems comprising a single discrete delay; Wei et al. [18] extended the Lambert W function to handle distributed delays. Niu et al. [14] proposed an eigenvalue assignment technique based on the generalized Runge-Kutta method, but applied their method to DDEs with only a single delay.

Several methods have been used in the literature for finding the characteristic roots of DDEs. Examples include the Lambert W function [6, 19-21], Galerkin approximations [22-24], Laplace transforms [25], semi-discretization [26], spectral tau methods [27], pseudospectral collocation [28-30], time finite elements [31,32], continuous-time approximation [33,34], and finite-difference methods [35, 36]. In the present work, we obtain the characteristic roots of DDEs using the Galerkin approximation method, in which the DDE is first converted into a partial differential equation (PDE) with boundary conditions; the PDE is then approximated by a system of ODEs. The eigenvalues of the resulting ODE system approximate the characteristic roots of the original DDE. The efficacy of the Galerkin approximation method has already been established for studying the stability of DDEs with constant coefficients [37], time-periodic coefficients [38], time-periodic delays [39], and distributed delays [24]. In all previous work, the present authors have handled the boundary conditions within the Galerkin framework using the spectral tau and Lagrange multiplier methods. In the present work, we propose a new pseudoinverse-based strategy for embedding the boundary conditions into the Galerkin approximation, which simplifies the derivation of the final
system of ODEs. We then apply an optimization strategy to solve the pole placement problem.
The paper is organized as follows. In Section 2, we describe the optimization problem and mathematical modeling. In Section 3, we verify our approach through comparison to results reported in the literature using existing methods. We then further validate our approach in Section 4 by stabilizing DDEs obtained from the literature [11, 14]. In Section 5, we use our approach to stabilize an experimental apparatus with inherent sensing delays as well as additional time delays that are introduced deliberately. Finally, conclusions are provided in Section 6.

## 2 Pole Placement for Delay Differential Equations

A system's closed-loop pole locations determine its stability characteristics as well as the characteristics of its time response, such as its rise time and settling time. The pole placement technique can be used to adjust the closed-loop pole locations for stabilizing both single-input single-output (SISO) and multiple-input multiple-output (MIMO) systems.

### 2.1 Problem definition

Consider the following system of DDEs, expressed here in state-space form:

$$
\begin{align*}
\dot{\mathbf{x}}(t)+\mathbf{A} \mathbf{x}(t)+\sum_{q=1}^{m} \mathbf{B}_{q} u_{q}\left(t-\tau_{q}\right) & =\mathbf{0}  \tag{1a}\\
u_{q}\left(t-\tau_{q}\right) & =\mathbf{K}_{q}^{\mathrm{T}} \mathbf{x}\left(t-\tau_{q}\right), \quad q=1,2, \ldots, m \tag{1b}
\end{align*}
$$

where $\mathbf{x}(t) \triangleq\left[x_{1}(t), x_{2}(t), \ldots, x_{P}(t)\right]^{\mathrm{T}}$ is the state vector, $\mathbf{u}(t) \triangleq\left[u_{1}(t), u_{2}(t), \ldots, u_{m}(t)\right]^{\mathrm{T}}$ is the control vector, $\mathbf{A} \in \mathbb{R}^{P \times P}, \mathbf{B}_{q} \in \mathbb{R}^{P \times 1}, \mathbf{K}_{q} \in \mathbb{R}^{P \times 1}$, and delays $\tau_{q}>0$. Given $\mathbf{A}, \mathbf{B}_{q}$, and delays $\tau_{q}$, the objective is to determine the feedback gains $\mathbf{K}_{q}$ that are necessary to stabilize the
system (i.e., to move all poles into the left half of the complex plane). We optimize gains $\mathbf{K}_{q}$ by minimizing the following objective function:

$$
\begin{equation*}
J=\left(\operatorname{Re}\left(\lambda_{\max }\left(\mathbf{K}_{q}\right)\right)+\alpha\right)^{2} \tag{2}
\end{equation*}
$$

where $\operatorname{Re}\left(\lambda_{\max }\right)$ is the real part of the rightmost eigenvalue, which is a function of feedback gains $\mathbf{K}_{q}$, and $\alpha>0$ is a parameter specifying the desired distance between $\lambda_{\max }$ and the imaginary axis. In this work, Eq. (2) is first solved with $\alpha=\alpha_{0}$ where $\alpha_{0}>0$ (i.e., all poles are placed in the left half of the complex plane). We then increase $\alpha$ by $\delta \alpha$ and solve Eq. (2) again, repeating this process until the optimal objective function value $J>0$ (i.e., until $\mathbf{K}_{q}$ cannot be found to move $\lambda_{\text {max }}$ to the location specified by $\alpha$ ). We use $\alpha_{0}=\delta \alpha=1$ in the examples below. This simple algorithm was sufficient for our purposes; however, a more complex optimization problem could be designed to include other considerations, such as hardware limitations (e.g., by introducing constraints) or a desired time-delay stability margin.

### 2.2 Mathematical modeling

In this section, we extend the work of Vyasarayani, Sadath, and colleagues [23,24,37] and develop a new pseudoinverse-based Galerkin approximation method for finding the characteristic roots of DDEs. We begin by considering the following system of DDEs:

$$
\begin{equation*}
\dot{\mathbf{x}}(t)+\mathbf{A} \mathbf{x}(t)+\sum_{q=1}^{m} \mathbf{B}_{q} \mathbf{K}_{q}^{\mathrm{T}} \mathbf{x}\left(t-\tau_{q}\right)=\mathbf{0} \tag{3}
\end{equation*}
$$

where $\mathbf{x}(t), \mathbf{A}, \mathbf{B}_{q}, \mathbf{K}_{q}$, and $\tau_{q}$ are as defined above. The characteristic equation of Eq. (3) is obtained by substituting $\mathbf{x}(t)=\mathbf{x}_{0} e^{s t}$, the determinant of which we equate to zero:

$$
\begin{equation*}
\operatorname{det}\left(s \mathbf{I}+\mathbf{A}+\sum_{q=1}^{m} \mathbf{B}_{q} \mathbf{K}_{q}^{\mathrm{T}} e^{-s \tau_{q}}\right)=0 \tag{4}
\end{equation*}
$$

Equation (4) is a quasi-polynomial due to the presence of transcendental terms $e^{-s \tau_{q}}$ and, hence, has infinitely many roots. The roots of Eq. (4) can be computed by formulating an abstract Cauchy problem, whereupon we obtain and solve a large linear eigenvalue problem.

We begin by converting the system of DDEs (Eq. (3)) into a system of PDEs with timedependent boundary conditions. We introduce the following transformation:

$$
\begin{equation*}
\mathbf{y}(s, t)=\mathbf{x}(t+s) \tag{5}
\end{equation*}
$$

where $\mathbf{y}$ is a function of $s \in[-\tau, 0]$ and $t$, with $\tau \triangleq \max \left(\tau_{1}, \tau_{2}, \ldots, \tau_{m}\right)$. An abstract Cauchy problem is obtained by differentiating Eq. (5) with respect to $s$ and $t$ :

$$
\begin{align*}
& \frac{\partial \mathbf{y}(s, t)}{\partial t}=\frac{\partial \mathbf{x}(t+s)}{\partial(t+s)} \frac{\partial(t+s)}{\partial t} \quad \Rightarrow \quad \frac{\partial \mathbf{y}(s, t)}{\partial t}=\frac{\partial \mathbf{x}(t+s)}{\partial(t+s)}  \tag{6a}\\
& \frac{\partial \mathbf{y}(s, t)}{\partial s}=\frac{\partial \mathbf{x}(t+s)}{\partial(t+s)} \frac{\partial(t+s)}{\partial s} \quad \Rightarrow \quad \frac{\partial \mathbf{y}(s, t)}{\partial s}=\frac{\partial \mathbf{x}(t+s)}{\partial(t+s)} \tag{6b}
\end{align*}
$$

Upon equating Eqs. (6a) and (6b), we obtain the following PDE:

$$
\begin{equation*}
\frac{\partial \mathbf{y}(s, t)}{\partial t}=\frac{\partial \mathbf{y}(s, t)}{\partial s}, \quad s \in[-\tau, 0] \tag{7}
\end{equation*}
$$

The boundary conditions for Eq. (7) are computed by substituting $s=0$ and $s=-\tau$ into Eq. (5):

$$
\begin{align*}
\mathbf{y}(0, t) & =\left.\mathbf{x}(t) \quad \Rightarrow \quad \frac{\partial \mathbf{y}(s, t)}{\partial t}\right|_{s=0}=\dot{\mathbf{x}}(t)  \tag{8a}\\
\mathbf{y}(-\tau, t) & =\mathbf{x}(t-\tau) \tag{8b}
\end{align*}
$$

and then combining these relations with Eq. (3):

$$
\begin{equation*}
\left.\frac{\partial \mathbf{y}(s, t)}{\partial t}\right|_{s=0}+\mathbf{A y}(0, t)+\sum_{q=1}^{m} \mathbf{B}_{q} \mathbf{K}_{q}^{\mathrm{T}} \mathbf{y}\left(-\tau_{q}, t\right)=\mathbf{0} \tag{9}
\end{equation*}
$$

We now assume a series solution for the PDE (Eq. (7)):

$$
\begin{equation*}
y_{i}(s, t)=\sum_{j=1}^{\infty} \phi_{i j}(s) \eta_{i j}(t), \quad i=1,2, \ldots, P \tag{10}
\end{equation*}
$$

where $\phi_{i j}(s)$ are the basis functions, $\eta_{i j}(t)$ are the time-dependent coordinates, $i$ represents the index into the state vector $\mathbf{x}(t)$, and $j$ represents the corresponding term in each basis function. Because it is impossible to consider the entire infinite series, we truncate the series at $N$ terms:

$$
\begin{equation*}
y_{i}(s, t) \approx \boldsymbol{\phi}_{i}^{\mathrm{T}}(s) \boldsymbol{\eta}_{i}(t), \quad i=1,2, \ldots, P \tag{11}
\end{equation*}
$$

where $\boldsymbol{\phi}_{i}(s) \triangleq\left[\phi_{i 1}(s), \phi_{i 2}(s), \ldots, \phi_{i N}(s)\right]^{\mathrm{T}}$ and $\boldsymbol{\eta}_{i}(t)=\left[\eta_{i 1}(t), \eta_{i 2}(t), \ldots, \eta_{i N}(t)\right]^{\mathrm{T}}$. We define matrix $\boldsymbol{\Psi}(s) \in \mathbb{R}^{N P \times P}$ and vector $\boldsymbol{\beta}(t) \in \mathbb{R}^{N P \times 1}$ as follows:

$$
\begin{align*}
& \boldsymbol{\Psi}(s)=\left[\begin{array}{cccc}
\boldsymbol{\phi}_{1}(s) & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\phi}_{2}(s) & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \boldsymbol{\phi}_{P}(s)
\end{array}\right]  \tag{12a}\\
& \boldsymbol{\beta}(t)=\left[\boldsymbol{\eta}_{1}^{\mathrm{T}}(t), \boldsymbol{\eta}_{2}^{\mathrm{T}}(t), \ldots, \boldsymbol{\eta}_{P}^{\mathrm{T}}(t)\right]^{\mathrm{T}} \tag{12b}
\end{align*}
$$

whereupon we can express Eq. (11) in vector form:

$$
\begin{align*}
\mathbf{y}(s, t) & =\left[\boldsymbol{\phi}_{1}^{\mathrm{T}}(s) \boldsymbol{\eta}_{1}(t), \boldsymbol{\phi}_{2}^{\mathrm{T}}(s) \boldsymbol{\eta}_{2}(t), \ldots, \boldsymbol{\phi}_{P}^{\mathrm{T}}(s) \boldsymbol{\eta}_{P}(t)\right]^{\mathrm{T}} \\
& =\boldsymbol{\Psi}^{\mathrm{T}}(s) \boldsymbol{\beta}(t) \tag{13}
\end{align*}
$$

Next, we substitute the series solution (Eq. (13)) into the original PDE (Eq. (7)):

$$
\begin{equation*}
\boldsymbol{\Psi}^{\mathrm{T}}(s) \dot{\boldsymbol{\beta}}(t)=\boldsymbol{\Psi}^{\prime}(s)^{\mathrm{T}} \boldsymbol{\beta}(t) \tag{14}
\end{equation*}
$$

where $\boldsymbol{\Psi}^{\prime}(s)$ denotes the derivative of $\boldsymbol{\Psi}(s)$ with respect to $s$. Pre-multiplying Eq. (14) by $\boldsymbol{\Psi}(s)$ and integrating over the domain $s \in[-\tau, 0]$, we obtain the following:

$$
\begin{equation*}
\left(\int_{-\tau}^{0} \boldsymbol{\Psi}(s) \boldsymbol{\Psi}^{\mathrm{T}}(s) \mathrm{d} s\right) \dot{\boldsymbol{\beta}}(t)=\left(\int_{-\tau}^{0} \boldsymbol{\Psi}(s) \boldsymbol{\Psi}^{\prime}(s)^{\mathrm{T}} \mathrm{~d} s\right) \boldsymbol{\beta}(t) \tag{15}
\end{equation*}
$$

Equation (15) can be rewritten as

$$
\begin{equation*}
\mathbf{C} \dot{\boldsymbol{\beta}}(t)=\mathbf{D} \boldsymbol{\beta}(t) \tag{16}
\end{equation*}
$$

where $\mathbf{C}$ and $\mathbf{D}$ are square, block-diagonal matrices of dimension $N P$ :

$$
\begin{align*}
& \mathbf{C}=\left[\begin{array}{cccc}
\mathbf{C}^{(1)} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{C}^{(2)} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{C}^{(P)}
\end{array}\right]^{\mathrm{T}}  \tag{17a}\\
& \mathbf{D}=\left[\begin{array}{cccc}
\mathbf{D}^{(1)} & \mathbf{0} & \cdots & \mathbf{0} \\
\mathbf{0} & \mathbf{D}^{(2)} & \cdots & \mathbf{0} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{0} & \mathbf{0} & \cdots & \mathbf{D}^{(P)}
\end{array}\right]^{\mathrm{T}} \tag{17b}
\end{align*}
$$

Submatrices $\mathbf{C}^{(i)}$ and $\mathbf{D}^{(i)}$ are defined as follows:

$$
\begin{align*}
& \mathbf{C}^{(i)} \triangleq \int_{-\tau}^{0} \phi_{i}(s) \phi_{i}^{\mathrm{T}}(s) \mathrm{d} s  \tag{18a}\\
& \mathbf{D}^{(i)} \triangleq \int_{-\tau}^{0} \phi_{i}(s) \phi_{i}^{\prime}(s)^{\mathrm{T}} \mathrm{~d} s \tag{18b}
\end{align*}
$$

Boundary conditions can be derived by substituting Eq. (13) into Eq. (9):

$$
\begin{equation*}
\boldsymbol{\Psi}^{\mathrm{T}}(0) \dot{\boldsymbol{\beta}}(t)=\left[-\mathbf{A} \boldsymbol{\Psi}^{\mathrm{T}}(0)-\sum_{q=1}^{m} \mathbf{B}_{q} \mathbf{K}_{q}^{\mathrm{T}} \boldsymbol{\Psi}^{\mathrm{T}}\left(-\tau_{q}\right)\right] \boldsymbol{\beta}(t) \tag{19}
\end{equation*}
$$

Equations (16) and (19) can be combined as follows:

$$
\begin{equation*}
\mathbf{M} \dot{\boldsymbol{\beta}}(t)=\mathbf{K} \boldsymbol{\beta}(t) \tag{20}
\end{equation*}
$$

Matrices $\mathbf{M}$ and $\mathbf{K}$ are of dimension $(N P+P) \times N P$ and are given by

$$
\mathbf{M} \triangleq\left\{\begin{array}{l}
\mathbf{C}  \tag{21}\\
\overline{\mathbf{c}}
\end{array}\right\}, \quad \mathbf{K} \triangleq\left\{\begin{array}{l}
\mathbf{D} \\
\overline{\mathrm{d}}
\end{array}\right\}
$$

where $\overline{\mathbf{c}}$ and $\overline{\mathbf{d}}$ are matrices of size $P \times N P$ containing the boundary conditions:

$$
\begin{align*}
& \overline{\mathbf{c}} \triangleq \boldsymbol{\Psi}^{\mathrm{T}}(0)  \tag{22a}\\
& \overline{\mathbf{d}} \triangleq-\mathbf{A} \boldsymbol{\Psi}^{\mathrm{T}}(0)-\sum_{q=1}^{m} \mathbf{B}_{q} \mathbf{K}_{q}^{\mathrm{T}} \boldsymbol{\Psi}^{\mathrm{T}}\left(-\tau_{q}\right) \tag{22b}
\end{align*}
$$

Equation (20) is an overdetermined system of $N P+P$ equations in $N P$ unknowns; the leastsquares solution can be computed as follows:

$$
\begin{equation*}
\dot{\boldsymbol{\beta}}(t)=\left(\mathbf{M}^{+} \mathbf{K}\right) \boldsymbol{\beta}(t) \tag{23}
\end{equation*}
$$

where $\mathbf{M}^{+}$is the Moore-Penrose inverse of $\mathbf{M}$. Finally, we define $\mathbf{G} \triangleq \mathbf{M}^{+} \mathbf{K}$ and write Eq. (23) as follows:

$$
\begin{equation*}
\dot{\boldsymbol{\beta}}(t)=\mathbf{G} \boldsymbol{\beta}(t) \tag{24}
\end{equation*}
$$

Equation (24) is a system of ODEs that approximates the original system of DDEs (Eq. (3)). Consequently, the eigenvalues of G converge to the characteristic roots of Eq. (3) as the number of terms in the Galerkin approximation $(N)$ increases [37]. Convergence can be monitored by substituting the computed eigenvalues of G into Eq. (4) (the characteristic equation of Eq. (3)) and calculating the absolute error $(E)$. In this work, we consider eigenvalues to have converged when $E<10^{-4}$. Also note that we use shifted Legendre polynomials as the basis functions:

$$
\begin{align*}
& \phi_{1}(s)=1  \tag{25a}\\
& \phi_{2}(s)=1+\frac{2 s}{\tau}  \tag{25b}\\
& \phi_{k}(s)=\frac{(2 k-3) \phi_{2}(s) \phi_{k-1}(s)-(k-2) \phi_{k-2}(s)}{k-1}, \quad k=3,4, \ldots, N \tag{25c}
\end{align*}
$$

Shifted Legendre polynomials have shown good convergence properties [37] and facilitate express-
ing the entries of matrices $\mathbf{C}^{(p)}$ and $\mathbf{D}^{(p)}$, as defined in Eq. (18), in closed form:

$$
\begin{align*}
& \mathbf{C}_{i j}^{(p)}= \begin{cases}\frac{\tau}{2 i-1}, & \text { if } i=j \\
0, & \text { otherwise }\end{cases}  \tag{26a}\\
& \mathbf{D}_{i j}^{(p)}= \begin{cases}2, & \text { if } i<j \text { and } i+j \text { is odd } \\
0, & \text { otherwise }\end{cases} \tag{26b}
\end{align*}
$$

where $i=1,2, \ldots, N ; j=1,2, \ldots, N$; and $\tau=\max \left(\tau_{1}, \tau_{2}, \ldots, \tau_{m}\right)$.

## 3 Verification of Pseudoinverse Method

In this section, we verify the pseudoinverse-based Galerkin approximation method by applying the procedure described in Section 2.2 to two test problems. We compare our results to those obtained using the Quasi-Polynomial mapping-based Root-finder (QPmR) algorithm [40] and the pseudospectral differencing (PSD) method [29,41].

### 3.1 First-order DDE with two delays

Consider the following first-order DDE with delays $\tau$ and $\tau+b$ :

$$
\begin{equation*}
\dot{x}(t)=a x(t)+\frac{x(t-\tau)-x(t-\tau-b)}{b} \tag{27}
\end{equation*}
$$

The characteristic equation is obtained by substituting $x(t)=e^{s t}$ :

$$
\begin{equation*}
s-a-\frac{1}{b} e^{-s \tau}+\frac{1}{b} e^{-s(\tau+b)}=0 \tag{28}
\end{equation*}
$$

To test the robustness of the proposed approach, we find the rightmost roots of Eq. (28) using parameters $\tau=1$ and $a=b=10^{r}$ for $r=-1,-2, \ldots,-6$. As shown in Figures 1 and 2,


Figure 1: Characteristic roots of Eq. (27) using the Quasi-Polynomial mapping-based Rootfinder ( QPmR ) algorithm, the pseudospectral differencing (PSD) method, and the proposed pseudoinverse-based Galerkin approximation method: (a) $a=b=10^{-1}$, (b) $a=b=10^{-3}$, and (c) $a=b=10^{-6}$.
the roots obtained using the pseudoinverse-based Galerkin approach compare favorably with those obtained using the existing QPmR [40] and PSD [29, 41] methods. As expected from inspection of Eq. (28), the rightmost root approaches zero as $r$ decreases. The three methods have very similar precision; for example, when $a=b=10^{-6}$, the errors are $E_{\text {Galerkin }}=1.000124 \times 10^{-6}$, $E_{\mathrm{PSD}}=1.000008 \times 10^{-6}$, and $E_{\mathrm{QPmR}}=0.999891 \times 10^{-6}$. However, note in Figure $1(\mathrm{c})$ that the QPmR method identified only one root when $a=b=10^{-6}$. Another disadvantage of the QPmR method is the requirement to specify the region of the complex plane into which the poles should be placed.

Based on the results of Figure 1, the pseudospectral differencing method appears to perform well. The proposed pseudoinverse-based Galerkin approximation method was further compared with the PSD method using a Monte Carlo simulation. We computed the roots of Eq. (28) using $N=25 k$ for $k=1,2, \ldots, 5$, where $N$ is the size of the linear eigenvalue problem being solved.


Figure 2: Errors obtained upon substituting into the characteristic equation (Eq. (28)) the rightmost eigenvalue computed using the Quasi-Polynomial mapping-based Root-finder ( QPmR ) algorithm, the pseudospectral differencing (PSD) method, and the proposed pseudoinverse-based Galerkin approximation method.

Table 1: Number of converged roots of Eq. (28), averaged over 10,000 trials.

| $N$ | Galerkin method | PSD method |
| :---: | :---: | :---: |
| 25 | 8.0 | 6.0 |
| 50 | 21.5 | 15.4 |
| 75 | 34.4 | 25.8 |
| 100 | 48.5 | 36.3 |
| 125 | 63.2 | 48.0 |

In the Galerkin method, $N$ corresponds to the number of terms in the series solution (Eq. (11)); in the PSD method, $N$ is the number of collocation points. We selected parameters uniformly from the ranges $a \in[1,10], b \in[1,5]$, and $\tau \in[0.1,5.1]$, repeating 10,000 times for each value of $N$. On average, more roots converged using the proposed Galerkin method than the PSD method, as shown in Table 1.

### 3.2 Second-order DDE with three delays

Consider the following second-order DDE with delays $\tau_{1}, \tau_{2}$, and $\tau_{1}+\tau_{2}$ :

$$
\begin{align*}
\ddot{x}(t)+a_{1} \dot{x}(t)+a_{2} x(t)+a_{3} \dot{x}\left(t-\tau_{1}\right)+a_{4} x\left(t-\tau_{1}\right) & \\
& +a_{5} \dot{x}\left(t-\tau_{2}\right)+a_{6} \dot{x}\left(t-\tau_{1}-\tau_{2}\right)=0 \tag{29}
\end{align*}
$$

where $a_{1}=7.1, a_{2}=21.1425, a_{3}=6, a_{4}=14.8, a_{5}=2$, and $a_{6}=8$. As demonstrated by the stability chart shown in Figure 3, the results obtained using the proposed Galerkin method are in agreement with those obtained using the spectral tau method [24,37].


Figure 3: Stability diagram for the second-order DDE given by Eq. (29) obtained using the spectral tau method (red region) and the proposed pseudoinverse-based Galerkin approximation method (blue lines).

## 4 Results and Discussion

In this section, we apply the methods described in Section 2 to two example problems taken from the literature $[11,14]$. We obtain the characteristic roots of DDEs using the pseudoinverse-based Galerkin approximation method and improve closed-loop stability using the proposed optimization strategy.


Figure 4: Rightmost characteristic roots of Eq. (30) using initial feedback gain $k=0.8$.

### 4.1 Example from Niu et al.

Consider the following first-order system [14]:

$$
\begin{align*}
& \dot{x}(t)=a x(t)+a_{d} x(t-\tau)+u(t)  \tag{30a}\\
& u(t)=k x(t) \tag{30b}
\end{align*}
$$

where $a=\tau=1$ and $a_{d}=-1$. We use $N=100$ terms in the series solution (Eq. (11)), thereby converting Eq. (30) into a system of ODEs of the form given by Eq. (24), where $G \in \mathbb{R}^{100 \times 100}$. We select an initial guess of $k=0.8$, which results in the rightmost eigenvalues shown in Figure 4. Note that the rightmost eigenvalue has a positive real component $\left(\operatorname{Re}\left(\lambda_{\max }\right)=1.5976\right)$. Thus, the system is unstable for $k=0.8$.

To stabilize this system, we set $\alpha=1$ in the objective function (Eq. (2)) and solve the minimization problem using the Nelder-Mead algorithm in MATLAB via the fminsearch function. The optimal gain was found to be $k^{*}=-3.5978$, resulting in the rightmost eigenvalues shown in


Figure 5: Rightmost characteristic roots of Eq. (30) with delay $\tau=1$ (a) and the variation of the five rightmost roots with respect to delay $\tau$ (b) using optimal feedback gain $k^{*}=-3.5978$.

Figure 5(a). Note that the rightmost eigenvalue has a real component of -1 , indicating that stability has been achieved. As shown in Figure 5(b), the system will remain stable for delays substantially greater than $\tau=1$ when using feedback gain $k^{*}$. Note that the optimal objective function value of $J^{*}=0$ is obtained when $\alpha=1$ in the objective function (Eq. (2)), indicating that $\alpha$ could be increased to achieve an even larger stability margin.

### 4.2 Example from Michiels et al.

We now consider the following third-order system [11]:

$$
\begin{align*}
& \dot{\mathbf{x}}(t)=\mathbf{A} \mathbf{x}(t)+\mathbf{B u}(t-\tau)  \tag{31a}\\
& \mathbf{u}(t)=\mathbf{K}^{\mathrm{T}} \mathbf{x}(t) \tag{31b}
\end{align*}
$$



Figure 6: Rightmost characteristic roots of Eq. (31) with delay $\tau=5$ (a) and the variation of the rightmost roots with respect to delay $\tau$ (b) using initial feedback gains $\mathbf{K}=[0.719,1.04,1.29]^{\mathrm{T}}$.
where delay $\tau=5$, and $\mathbf{A}$ and $\mathbf{B}$ are defined as follows:

$$
\mathbf{A}=\left[\begin{array}{ccc}
-0.08 & -0.03 & 0.2  \tag{32}\\
0.2 & -0.04 & -0.005 \\
-0.06 & 0.2 & -0.07
\end{array}\right], \quad \mathbf{B}=\left\{\begin{array}{c}
-0.1 \\
-0.2 \\
0.1
\end{array}\right\}
$$

We again use $N=100$ terms in the series solution (Eq. (11)), now obtaining a system of ODEs (Eq. (24)) in which $G \in \mathbb{R}^{300 \times 300}$. We use as an initial guess the gains reported in Michiels et al. [11]: $\mathbf{K}=[0.719,1.04,1.29]^{\mathrm{T}}$. As shown in Figure 6, the rightmost eigenvalues have a positive real component when the delay is $\tau=5\left(\operatorname{Re}\left(\lambda_{\max }\right)=0.0232\right)$ and the system is stable only for delays $\tau<3.9466$.

The system can be stabilized using the same procedure as before. We set $\alpha=1$ in the objective function (Eq. (2)) and minimize using the Nelder-Mead algorithm. The optimal gains were found to be $\mathbf{K}^{*}=[0.5473,0.8681,0.5998]^{\mathrm{T}}$; as shown in Figure 7(a), the rightmost eigenvalue


Figure 7: Rightmost characteristic roots of Eq. (31) with delay $\tau=5$ (a) and the variation of the rightmost roots with respect to delay $\tau$ (b) using optimal feedback gains $\mathbf{K}^{*}=$ $[0.5473,0.8681,0.5998]^{\mathrm{T}}$.
was moved to $\operatorname{Re}\left(\lambda_{\max }\right)=-0.0931$. Once again, the rightmost eigenvalue has a negative real component and, thus, the closed-loop system is stable. As shown in Figure 7(b), the system will remain stable for delays up to $\tau=8.7739$ using optimal feedback gains $\mathbf{K}^{*}$. In contrast to the example of Section 4.1, the optimal objective function value is greater than zero $\left(J^{*}=0.8223\right)$ in this case, indicating that the stability margin cannot be increased by increasing $\alpha$.

## 5 Experimental Validation

In this section, we validate the proposed Galerkin method using the rotary inverted pendulum apparatus (QUBE-Servo Rotary Servo Experiment, Quanser Inc., Markham, Ontario, Canada) shown in Figure 8. The apparatus consists of a free-swinging rigid pendulum mounted to the end of a servo-driven rotary arm. The position of the arm is given by $\theta$ as it rotates about the vertical axis;


Figure 8: Rotary inverted pendulum apparatus, shown here with $\theta \approx 0^{\circ}$ and $\gamma \approx 180^{\circ}$.
the position of the pendulum is $\gamma=0^{\circ}$ when hanging at rest and $\gamma=180^{\circ}$ when inverted.
The linearized equations of motion for the rotary inverted pendulum system are as follows:

$$
\begin{align*}
\left(J_{r}+m_{p} \ell_{r}^{2}\right) \ddot{\theta}(t)-\frac{1}{2} m_{p} \ell_{p} \ell_{r} \ddot{\gamma}(t) & =T(t)-B_{r} \dot{\theta}(t)  \tag{33a}\\
\left(J_{p}+\frac{1}{4} m_{p} \ell_{p}^{2}\right) \ddot{\gamma}(t)-\frac{1}{2} m_{p} \ell_{p} \ell_{r} \ddot{\theta}(t)-\frac{1}{2} m_{p} \ell_{p} g \gamma(t) & =-B_{p} \dot{\gamma}(t) \tag{33b}
\end{align*}
$$

where $\ell_{p}, m_{p}$, and $J_{p}$ are the pendulum's length, mass, and moment of inertia with respect to its pivot; $\ell_{r}$ is the length of the rotary arm; $J_{r}$ is the equivalent moment of inertia acting on the servo shaft; $B_{p}$ and $B_{r}$ represent the viscous damping about the pendulum's pivot and the servo shaft, respectively; $g$ is the gravitational acceleration; and $T(t)$ is the torque applied to the rotary arm by the servo. The torque $T(t)$ can be computed as follows:

$$
\begin{equation*}
T(t)=\frac{k_{m}}{R_{m}}\left(V_{m}(t)-\frac{k_{m}^{2}}{R_{m}} \dot{\theta}(t)\right) \tag{34}
\end{equation*}
$$

where $k_{m}$ is the DC motor back-emf constant, $R_{m}$ is the electrical resistance of the DC motor armature, and $V_{m}(t)$ is the control input (voltage). The numerical values of these parameters are provided by Quanser [42] and are listed in Table 2. The linearized equations of motion for the rotary inverted pendulum system (Eq. (33)) can be expressed in state-space form:

$$
\begin{align*}
\dot{\mathbf{x}}(t) & =\mathbf{A} \mathbf{x}(t)+\mathbf{B} u(t)  \tag{35a}\\
u(t) & =-\mathbf{K}^{\mathrm{T}} \mathbf{x}(t) \tag{35b}
\end{align*}
$$

where $\mathbf{x} \triangleq[\theta(t), \gamma(t), \dot{\theta}(t), \dot{\gamma}(t)]^{\mathrm{T}}, u(t) \triangleq V(t)$, and $\mathbf{A}$ and $\mathbf{B}$ are given as follows:

$$
\mathbf{A}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0  \tag{36}\\
0 & 0 & 0 & 1 \\
0 & 149.2751 & -0.0104 & 0 \\
0 & 261.6091 & -0.0103 & 0
\end{array}\right], \quad \mathbf{B}=\left\{\begin{array}{c}
0 \\
0 \\
49.7275 \\
49.1493
\end{array}\right\}
$$

Table 2: Parameter values for the rotary inverted pendulum apparatus [42].

| Parameter | Value | Units |
| :---: | :---: | :---: |
| $\ell_{p}$ | 0.129 | m |
| $\ell_{r}$ | 0.085 | m |
| $m_{p}$ | 0.024 | kg |
| $J_{p}$ | $3.32820 \times 10^{-5}$ | $\mathrm{~kg} \mathrm{~m}^{2}$ |
| $J_{r}$ | $5.71979 \times 10^{-5}$ | $\mathrm{~kg} \mathrm{~m}^{2}$ |
| $B_{p}$ | 0 | $\mathrm{~N} \mathrm{~m} \mathrm{~s} / \mathrm{rad}$ |
| $B_{r}$ | 0 | $\mathrm{~N} \mathrm{~m} \mathrm{~s} / \mathrm{rad}$ |
| $R_{m}$ | 8.4 | $\Omega$ |
| $k_{m}$ | 0.042 | $\mathrm{~V} \mathrm{~s} / \mathrm{rad}$ |
| $g$ | 9.81 | $\mathrm{~m} / \mathrm{s}^{2}$ |



Figure 9: Stable response of the inverted pendulum $(\gamma)$ and rotary $\operatorname{arm}(\theta)$ with inherent delay of 2 ms and feedback gains $\mathbf{K}=[-2,30,-2,2.5]^{\mathrm{T}}$. An external disturbance is applied between 13 and 23 seconds.

The controller samples at a rate of 500 Hz ; thus, the system has an inherent delay of 2 ms . We begin by controlling the rotary inverted pendulum system without introducing any additional delays. We use feedback gains $\mathbf{K}=[-2,30,-2,2.5]^{\mathrm{T}}$, which are provided by Quanser for the balance control exercise [43]. The steady-state response of the physical system is shown in Figure 9. The system is stable about its vertical equilibrium $\left(\gamma=180^{\circ}\right)$ and recovers from an external disturbance.

We now introduce an additional sensing delay $\tau$, resulting in the following state-space representation of the rotary inverted pendulum system:

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=\mathbf{A} \mathbf{x}(t)+\mathbf{B} u(t-\tau) \tag{37}
\end{equation*}
$$

where $\mathbf{A}$ and $\mathbf{B}$ are given by Eq. (36). We first assess the stability of the system using the proposed pseudoinverse-based Galerkin method, then verify our predictions experimentally. The real


Figure 10: Variation of the rightmost roots of Eq. (37) with respect to delay $\tau$ using feedback gains $\mathbf{K}=[-2,30,-2,2.5]^{\mathrm{T}}$. The critical delay is $\tau=9.76 \mathrm{~ms}$.
component of the rightmost roots of the system are shown in Figure 10 as functions of delay $\tau$, using the same feedback gains $\mathbf{K}$ as above. The critical delay is the delay at which the system will become unstable; as shown, the simulations indicate a critical delay of $\tau=9.76 \mathrm{~ms}$. As shown in Figure 11, the four rightmost characteristic roots of Eq. (37) lie in the left half of the complex plane when $\tau=5 \mathrm{~ms}$, indicating that the system is stable; when $\tau=10 \mathrm{~ms}$, two roots are in the right half of the complex plane and the system is unstable.

We validate experimentally by deliberately introducing additional delay into the feedback controller, in increments of 0.5 ms . The physical system remained stable when delays of up to 7.5 ms were introduced (Figure 12) and was unstable with an additional delay of 8 ms (Figure 13). Thus, when added to the inherent delay of 2 ms , the physical system exhibited a critical delay of between 9.5 and 10 ms , which is in agreement with the predicted critical delay of $\tau=9.76 \mathrm{~ms}$.

We now stabilize Eq. (37) with delay $\tau=10 \mathrm{~ms}$ using the pseudoinverse-based Galerkin


Figure 11: Rightmost characteristic roots of Eq. (37) with delay (a) $\tau=5 \mathrm{~ms}$ and (b) $\tau=10 \mathrm{~ms}$, using feedback gains $\mathbf{K}=[-2,30,-2,2.5]^{\mathrm{T}}$.


Figure 12: Stable response of the inverted pendulum $(\gamma)$ and rotary arm $(\theta)$ with total delay of $\tau=2+7.5=9.5 \mathrm{~ms}$ and feedback gains $\mathbf{K}=[-2,30,-2,2.5]^{\mathrm{T}}$.


Figure 13: Unstable response of the inverted pendulum $(\gamma)$ and rotary arm $(\theta)$ with total delay of $\tau=2+8=10 \mathrm{~ms}$ and feedback gains $\mathbf{K}=[-2,30,-2,2.5]^{\mathrm{T}}$.
method and the procedure described in Section 2. We set $\alpha=\alpha_{0}=1$ in the objective function (Eq. (2)) and solve the minimization problem using the Nelder-Mead algorithm in MATLAB via the fminsearch function. We repeat the optimization procedure, increasing $\alpha$ by $\delta \alpha=1$ each iteration, until the real component of the rightmost pole is unable to reach $-\alpha$. In this case, the algorithm terminates at $\alpha=6$, where the objective function value is $J^{*}=0.000222$, the optimal feedback gains are $\mathbf{K}^{*}=[-2.3443,31.3406,-1.1797,2.7717]^{\mathrm{T}}$, and the rightmost pole location is $\operatorname{Re}\left(\lambda_{\max }\right)=-5.9851$. As shown in Figure 14, the physical system is stable when a delay of 10 ms is introduced deliberately (producing a total delay of $\tau=12 \mathrm{~ms}$ ) and recovers from an external disturbance. As shown, the system is robust to external disturbances even without controlling the frequency of oscillations induced by the optimal feedback gains.

The pseudoinverse-based Galerkin method predicts a critical delay of $\tau=17.7 \mathrm{~ms}$ when using the optimal feedback gains $\mathbf{K}^{*}$ computed above (Figure 15). We again validate this result exper-


Figure 14: Stable response of the inverted pendulum $(\gamma)$ and rotary arm $(\theta)$ with total delay of $\tau=2+10=12 \mathrm{~ms}$ and optimal feedback gains $\mathbf{K}^{*}=[-2.3443,31.3406,-1.1797,2.7717]^{\mathrm{T}}$. An external disturbance is applied between 12 and 27 seconds.


Figure 15: Variation of the rightmost roots of Eq. (37) with respect to delay $\tau$ using optimal feedback gains $\mathbf{K}^{*}=[-2.3443,31.3406,-1.1797,2.7717]^{\mathrm{T}}$. The critical delay is $\tau=17.7 \mathrm{~ms}$.


Figure 16: Stable response of the inverted pendulum $(\gamma)$ and rotary arm $(\theta)$ with total delay of $\tau=2+15=17 \mathrm{~ms}$ and optimal feedback gains $\mathbf{K}^{*}=[-2.3443,31.3406,-1.1797,2.7717]^{\mathrm{T}}$.
imentally by deliberately introducing additional delay into the feedback controller, in increments of 0.5 ms . The physical system remained stable when delays of up to 15 ms were introduced (Figure 16) and was unstable when this delay was increased to 15.5 ms (Figure 17). Thus, when added to the inherent delay of 2 ms , the physical system exhibited a critical delay of between 17 and 17.5 ms , which is within $1-4 \%$ of the predicted critical delay of $\tau=17.7 \mathrm{~ms}$. The pseudoinverse-based Galerkin method provided a simple and reliable means of predicting and optimizing the stability of the rotary inverted pendulum system.

## 6 Conclusions

In this work, we have explored the pole placement problem for time-delayed systems. We have developed a Galerkin approximation method using a new pseudoinverse-based strategy for embedding the boundary conditions, and have verified our results through comparison to those obtained


Figure 17: Unstable response of the inverted pendulum $(\gamma)$ and rotary arm $(\theta)$ with total delay of $\tau=2+15.5=17.5 \mathrm{~ms}$ and optimal feedback gains $\mathbf{K}^{*}=[-2.3443,31.3406,-1.1797,2.7717]^{\mathrm{T}}$.
using the Quasi-Polynomial mapping-based Root-finder algorithm, the pseudospectral differencing method, and the spectral tau method. The proposed Galerkin method results in a simpler mathematical derivation than we have presented previously. We validated our method experimentally by stabilizing a rotary inverted pendulum system with inherent and deliberate state feedback delays. A simple optimization strategy was employed to increase the time-delay stability margin.

Unlike many existing techniques, the proposed approach can be readily extended to systems in which the coefficients and/or delays are time-periodic. Although we used a simple algorithm to solve the pole placement problem in this work, a more sophisticated optimization problem could be formulated to include other considerations. For example, unilateral constraints could be introduced to limit the maximum value of the controller gains, or terms could be added to the objective function to balance increasing the stability margin with minimizing the control effort.
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